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Abstract— In recent years self-driving vehicles have become
more commonplace on public roads, with the promise of
bringing safety and efficiency to modern transportation systems.
Increasing the reliability of these vehicles on the road requires
an extensive suite of software tests, ideally performed on high-
fidelity simulators, where multiple vehicles and pedestrians
interact with the self-driving vehicle. It is therefore of critical
importance to ensure that self-driving software is assessed
against a wide range of challenging simulated driving scenarios.
The state of the art in driving scenario generation, as adopted
by some of the front-runners of the self-driving car industry,
still relies on human input [1]. In this paper we propose to
automate the process using Bayesian Optimization to generate
adversarial self-driving scenarios that expose poorly-engineered
or poorly-trained self-driving policies, and increase the risk of
collision with simulated pedestrians and vehicles. We show that
by incorporating the generated scenarios into the training set
of the self-driving policy, and by fine-tuning the policy using
vision-based imitation learning we obtain safer self-driving
behavior.

I. INTRODUCTION

How can we evaluate the performance of self-driving
cars in terms of safety in the face of rare events? One
approach is to measure miles per intervention from real
driving data on the road. According to recent estimates [2],
the number of miles that would have to be driven on the road
in order to demonstrate the safety of a car in a statistically
significant sense is in the range of hundreds of millions of
miles, which corresponds to decades of driving, assuming
current projections about the sizes of fleets of self-driving
vehicles. Another, complementary, approach is to design
rich simulation scenarios that will provide a preliminary
assessment of the self-driving software stack. The question
then becomes: what is the best way to design these driving
scenarios in order to minimize the chances of accidents on
public roads?

Current best practices for stress-testing self-driving navi-
gation software involve a semi-autonomous process, in which
a human operator specifies the number of cars and pedestri-
ans in the scene, their initial locations and their approximate
trajectories, while their speeds are automatically selected
from a wide range of options [1]. Human involvement
and specification renders this process time-consuming and
difficult to scale to new environments. Most importantly,
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Fig. 1. Top row: generated adversarial scenario in which the self-driving
policy cannot avoid the crash. Bottom row: policy avoids the crash by
driving on the empty sidewalk after its training set has been augmented with
expert reactions to adversarial scenarios. Videos available at http://www.
cim.mcgill.ca/˜mrl/adversarial_driving_scenarios

however, it could result in missing critical testing config-
urations.

In this paper we show how to automate the generation of
driving scenarios in high-fidelity simulators, by optimizing
the behaviors of pedestrians and other vehicles on the road
(Non-Player Characters, or NPCs for short), so that they
navigate adversarially with respect to the self-driving vehicle
that is being tested. Our proposed system automatically
explores and finds parameters of NPC trajectories, in a way
that reduces human involvement, and results in possible
crashes and dangerous configurations.

We formulate the problem of searching for adversarial
NPC behaviors in terms of Bayesian Optimization (BO),
and we trade off exploration vs. exploitation, searching
for the global minimum of a black box function. In our
work this black-box function is the unknown cumulative
performance (cost-to-go function) of a self-driving policy,
given the trajectories of the NPC adversaries in a high-
fidelity photorealistic simulator [3]. By keeping track of
the uncertainty of the cost-to-go function using a Gaussian
Process we perform informed exploration using the crite-
rion of expected improvement. We also create an efficient
hierarchical parametrization for the behavior of vehicles and
pedestrians, and we optimize it to determine challenging
scenarios for the self-driving policy.

The novelty of our proposed testing approach lies in the
fact that we generate scenarios based on measurements of the
self-driving performance of the given policy, whereas tradi-
tional testing based on human specification and predefined
test cases does not do that.

We also show that when the generated adversarial sce-
narios are included in the training set they improve the
self-driving policy, as long as expert demonstrations for
how to avoid the accident are obtained. We obtain expert
demonstrations from a path planning and control system,
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similar to [4], however, that is not a strict requirement and
human input is also easy to integrate.

Our experiments demonstrate that as a result of fine-tuning
the policy using visual imitation learning according to DAg-
ger [5], the driving behavior becomes safer and accidents are
reduced. We compare our method against baselines such as
random parameter search and the Cross-Entropy Method and
we show that Bayesian Optimization finds better adversarial
scenarios faster compared to either of them.

II. RELATED WORK

A. Bayesian Optimization

Bayesian optimization (BO) [6], [7], [8] is an approach
for finding global optima of a noisy black box function. The
function in question is assumed to be costly to evaluate, so
we would like to use as few evaluations as possible. In our
case, photorealistic driving simulators, such as CARLA [3],
which are based on game engines like the Unreal Engine
4, are currently not able to render faster than real time.
This places a limit on the number of experiments that can
be performed and the amount of experience than can be
collected in a given time interval. We therefore need to
judiciously select the most informative points at which to
obtain noisy measurements from this simulation.

Bayesian Optimization has been used in many robotics
applications, ranging from active sampling [9] to control and
reinforcement learning [10]. BO is determined by two design
choices: the prior over functions and the acquisition function,
which formalizes the utility of querying the value of the
unknown function at a given point. Finding the optimal value
of the acquisition function is typically a much easier problem
than finding the global optima of the unknown function.
Examples of acquisition functions include the probability
of improvement, expected improvement, upper confidence
bound, and Thompson sampling [11]. Acquisition functions
typically model the tradeoff between exploration (querying
points in high uncertainty regions) and exploitation (querying
points near the optima found so far). As such, there are many
links between BO and the multi-armed bandit literature [12].

B. Reinforcement Learning and Informed Exploration

Our approach is also related to model-free reinforcement
learning methods, particularly those involving exploration
strategies that take into account the uncertainty in the value
function induced by the behavior policy. Such approaches
perform exploration by Thompson sampling [13], which is
often more effective than the ε-greedy strategy.

Methods in this category have modeled the uncertainty in
the value function using the bootstrap method [14], Bayesian
linear regression [15], and variational inference [16]. Other
methods, such as [17] have added noise in the policy
parameters and have shown that it improves exploration.
Finally, another approach has been inspired by the control-as-
inference view [18], [19] and adds an explicit policy entropy
term to the objective function to encourage exploration [20].

Although these approaches are very promising and scal-
able to high-dimensional states, they are typically not data-
efficient, requiring in the order of millions of evaluations. As
mentioned previously, photorealistic simulators such as the
Unreal Engine 4 are currently not at the stage where they
can be run faster than real-time so there is still a significant
time cost to be paid for rollouts and evaluations.

Our method is also related to multi-agent reinforcement
learning, and particularly adversarial behaviors from other
agents, considered part of the environment, but whose ac-
tions we can observe and whose strategies we can model.
Examples of methods in this category include minimax Q-
learning [21], the decentralized Partially Observable Markov
Decision Process (POMDP) [22], and more recent multi-
agent reinforcement learning methods, such as [23], [24].

C. Adversarial Optimization

The representational capacity of neural networks has also
brought increased and renewed interest in examining the
conditions under which they generalize as well as a rich body
of work in generating small adversarial perturbations on the
input that drastically change the output. Most of this work
on adversarial examples has focused on fooling classification
networks [25], but recently they have been also applied to
reinforcement learning [26]. Our work goes beyond this, in
that we want to find adversarial policies and trajectories that
will lead the self-driving policy to an unsafe state. Our paper
is most related in purpose, but not in content or methodology,
to [27], which does image synthesis and perturbations to
account for example for weather changes that will make a
CNN driving policy choose the wrong actions. Our paper
is also related in purpose to [28] in that trajectories of
pedestrians and vehicles are modelled in order to produce
typical or atypical traffic behavior.

In addition to this research, there is data efficient im-
itation learning [29] that is inspired by contrastive diver-
gence methods [30] and most notably Generative Adversarial
Networks [31], where a discriminator network separates
examples that have come from the expert as opposed to
having been sampled from a generator network. This method,
however, is not suitable for the exploration of possible
trajectories that is required for our purposes.

D. Differentiable Rendering

The traditional computer graphics pipeline aims to effi-
ciently create a 2D image rendering of a known 3D scene
description, via ray tracing, shading, texture mapping, and
other such methods. While these technologies have reached
the stage where they can very efficiently perform realistic
image synthesis, what they lack is a mapping between inputs
and outputs in a way that correlations between rendering
parameters and the resulting image can be computed ana-
lytically, as opposed to empirically. Although simple differ-
entiable renderers have been proposed, for instance in [32],
they are not yet part of typical game engines.

Differentiable rendering [33], [34] uses neural networks
to model this mapping, thus allowing for inverse rendering,



where we want to find the rendering parameters that lead to
desired properties in the resulting images or match properties
of observed sensor data. Progress in this direction will enable
our work to use model-based reinforcement learning end-
to-end gradient-based optimization through the rendering
process.

III. MODELING ADVERSARIAL BEHAVIORS

Let xt be the state vector of the self-driving vehicle at
time t. This vector includes the 2D position and orientation
of the vehicle in a global reference frame. Let st be the
vector containing the states of the NPCs, both pedestrians
and other vehicles involved in a driving scenario. This vector
involves the 2D positions and orientations s(i)t of all agents
in the simulation, except the self-driving vehicle. Since we
are working with a simulator we know the dynamics model
of the self-driving vehicle state xt+1 ∼ p(x|xt, at) and of
the NPC state st+1 ∼ q(s|st, ut), with at and ut being the
respective controls.

We determine the actions of NPCs by using a parametric
policy ut ∼ πφ(u|st). On the other hand, the self-driving
vehicle’s actions are determined by a policy at ∼ πθ(a|ot),
which is the policy that we want to stress-test. This policy
depends on the observation ot of the vehicle, which in
our work includes only the current image, but can easily
be extended to previous images, LiDAR, radar and other
relevant sensors.

The observation model that characterizes the simulator’s
rendering process from the viewpoint of the self-driving
car is denoted by ot ∼ h(o|xt, st). In our case ot is an
image and the process for generating it, the physics and
rendering engine of UE4, is not differentiable. So, model-
based reinforcement learning approaches are challenging to
apply here. The time evolution of the joint state of the system
is given by the following generative model:

ot ∼ h(o|xt, st) (1)
ut ∼ πφ(u|st) (2)
at ∼ πθ(a|ot) (3)

xt+1 ∼ p(x|xt, at) (4)
st+1 ∼ q(s|st, ut) (5)

The finite-horizon cost-to-go function for our self-driving
simulation scenarios, induced by the two policies and the
observation model mentioned above, is the following:

J(θ, φ) =

T∑
t=0

Ext,st

[
c(xt, st) | x0, s0, πθ, πφ

]
(6)

where c(xt, st) denotes the instantaneous cost which mea-
sures how close the vehicle xt is to crashing with any of the
NPCs in st. Setting this cost function to be an indicator
variable for crashing events gives rise to a very sparse
feedback, which makes optimization harder due to lack of
gradients. Instead, we model it as the closest distance of the
self-driving car xt to any of the NPCs in st, and also include
a penalty term for car collisions in order to encourage crashes

as opposed to sideways contact or side-by-side driving at
close distances. This extra term is not required for collisions
with pedestrians. The final form of the instantaneous cost
function is:

c(xt, st) = min
i
{||xt − s(i)t ||} − λ1[car collision] (7)

Minimizing the cost-to-go function corresponding to this cost
means making the NPCs navigate in such a way that they are
eventually attracted to the changing self-driving car location.
In other words, we are interested in solving the following
optimization problem:

φ∗ = argmin
φ
J(θ, φ) (8)

where the self-driving policy parameters θ are kept fixed
during this optimization process. We integrate the sequence
of NPC behaviors φi obtained by BO and we include the ones
that are deemed the most dangerous according to their cost-
to-go function in the training set of the self-driving policy
πθ. Our system is shown in Alg. 1.

Algorithm 1 Data-Efficient Adversarial Driving Example
Generation for Imitation Learning

1: θ ← θ0 self-driving policy parameters
2: D := {(ot, at)} existing set of driving examples
3: for i=1...K do
4: // φ are the NPC policy parameters
5: Initialize GP model for the cost-to-go J
6: D′ ← {} measurements obtained from simulator
7: for j=1...L do
8: φj = argmax

φ
αEI(φ;D

′)

9: Measure y = Ĵ(θ, φj) from simulator rollouts
10: Update GP model for cost-to-go J
11: D′ ← D′ ∪ {(φj , y)}
12: for (φj , y) ∈ D′ do
13: if y < δ (scenario is dangerous) then
14: o1:N , a1:N ← query expert for

reaction to scenario φj
15: D ← D ∪ {o1:N , a1:N}
16: Retrain driving policy πθ on the updated set D

using supervised learning

IV. BAYESIAN OPTIMIZATION

We model the cost-to-go function using a Gaussian Process
(GP) [35] in order to capture the uncertainty around the
performance of scenarios that we have not evaluated yet,
in order to select informative examples. In particular, we fix
the parameters θ of the driving policy and for notational
convenience we view J solely as a function of φ. We
consider J ∼ GP(0,Kσ,l(φ, φ

′)), where the kernel is Matern
5/2 parameterized by variance σ2 and length scale l, similarly
to [7]. This allows modeling less smooth functions compared
to radial-basis functions kernels. We model observations of
J made through simulator rollouts as:

y = J(φ) + ε, ε ∼ N (0, β2) (9)



where β is the deviation of the measurement noise.
The GP hyperparameters β, l, σ are found by maximizing
the evidence lower bound of the log-marginal likelihood
log p(yi|φi, β, l, σ) of the given data in D′ = {φi, yi}. We
do this using stochastic variational inference [36], as imple-
mented in the deep probabilistic programming framework
pyro1.

We use Bayesian Optimization to find the optimal adver-
sarial scenario φ∗ = argmin

φ
J(φ), but most importantly, due

the sequential nature of the minima discovered, this method
gives us a sequence of adversarial examples that make the
cost-to-go function stay below some threshold.

The mean and variance estimates from the GP is used
to create an acquisition function α(φ) which formalizes the
exploration vs. exploitation tradeoff, and whose optimization
tells us which scenario to evaluate next. We use expected
improvement as the acquisition function:

αEI(φ) = Ep(y|φ,D′)[I(φ)] (10)

where I(φ) = max(J∗ − y, 0) is the improvement function
at the point φ, J∗ is the current best measurement for the
minimum value of the function, and expectation is taken with
respect to the distribution over y given the dataset D′ =
{(φi, yi)}i=1...n of measurements so far. We have analytical
gradients for α(φ) due to the Gaussian assumption of the GP
posterior. The maximal value of the expected improvement
function will correspond to the scenario φ that that will be
evaluated next, given our current set of measurements D′.

Despite its benefits for modeling uncertainty, BO suffers
from scalability issues and the curse of dimensionality: as the
number of input dimensions increases, the required points to
cover the feasible set increases exponentially. Furthermore,
finding the global optimum of α(φ) is significantly more
difficult in higher dimensional settings. There have been
attempts to perform BO in higher dimensions by exploiting
the fact that a large class of problems have a low effective
dimensionality [37], [38], however we do not rely on them
in the current version of this work.

V. HIERARCHICAL POLICY REPRESENTATION

Our key insight for making this optimization process
data-efficient and for avoiding wasteful exploration of NPC
behaviors that do not lead to crashes, is that we impose
a hierarchy on the NPC behavior that makes use of the
map of the simulator. We create a graph based high-level
parametrization of major decision points that have to be made
by NPC agents. Nodes represent the opportunity to make
a low-level policy switch. Edges represent a space interval
where a single low-level policy is executed. This is better
illustrated in Fig. 2.

For NPC cars these decision points are spaced every few
meters on the drivable road and they represent opportuni-
ties for: switching to another lane, making a turn at an
intersection, switching to another speed distribution. For
NPC pedestrians the graph includes nodes that are possible

1http://www.pyro.ai

Fig. 2. (a) The nodes a pedestrian NPC can visit, and their edges, which
enable both normal and jaywalking behavior. (b) The graph that determines
the car NPC decision points.

waypoints on the sidewalk and across intersections, and
edges are established between all possible pairs, thus being
able to model both typical pedestrian behaviors as well as
jaywalking behavior that would normally violate traffic laws.

A. Vehicle Parametrization

The low-level policies of NPC vehicles perform lane-
following on the drivable roads of the map. Roads and
intersections are modeled by a graph. When traversing an
edge e in this graph, the low-level policy is guided by a
target road boundary-following distance de. This parameter
determines which lane the car should drive in, allowing
atypical behaviors, such as turning on the wrong lane, driving
between lanes, or even in the opposite direction of traffic.

If we overload our notation for the NPC policy so as to
represent the behavior of a single NPC vehicle, we will have
πφ(ut|st) =

∑
e∈E πφ(ut|st, de)p(e|st) = πφ(ut|st, det)

because we assume that p(e|st) is 1 only for a single edge,
et. The control vector for vehicles consists of linear velocity,
angular velocity, and the identity of the next edge to be
followed ut = (vt, ωt, et).

Furthermore, at intersections NPC cars can decide whether
they will make a turn or not, and if so, at which lane. At an
n−way intersection the low-level policies will have sufficient
weight parameters corresponding to the number directions in
the intersection.

B. Pedestrian Parametrization

We model our pedestrians in similar fashion to the
vehicles. Given a set of m nodes in the city the path
of an NPC pedestrian is going to be parametrized as
[ni, vi]i∈{1...k} k ≤ m where vi is a speed parameter for
each edge and ni are the index of a node in the graph, relaxed
to a continuous variable that is rounded after optimization.

VI. EVALUATION

We evaluate the quality of the generated adversarial exam-
ples in three ways. First, we compare our Bayesian Optimiza-
tion method against two baselines: random search and the
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Fig. 3. Collision during scenario #3, in which a pedestrian crosses the
road and prevents the incoming vehicle from completing its turn on time.
The self-driving agent has not seen this scenario before, so its policy does
not act correctly and crashes onto the NPC vehicle.

Cross-Entropy Method, with respect to the minimum cost-
to-go that they achieve over time. We ran our experiments
for 200 function evaluations, across three different types of
scenarios that respectively involve: adversarial human NPCs,
vehicle NPCs, and both. Each experiment was repeated
across three random seeds.

Second, we measure the number of crashes and the mag-
nitude of impact for each of these three methods. Measuring
the impact during a collision is done in CARLA [3] based
on the functionality of Unreal Engine 4. The measurement
consists of the velocity norms of the agents involved at the
exact time a collision event is issued. We found that our BO
method produced crashes with about 1.4 times higher impact
than the other methods, and it also discovered more accidents
on average.

Third, we show qualitative scenarios for our method to
give a sense of the complexity of the scenarios that it can
generate. Finally, as illustrated in Fig. 1, we show that re-
training the policy through imitation learning after including
the generated sequence of adversarial scenarios, leads to a
safer policy than just using typical driving scenarios.

A. Adversarial Pedestrian NPC

In this experiment we setup a scenario with a single
adversarial pedestrian and our self-driving agent, which
traverses a straight road with one intersection in the middle.
The pedestrian is initialized at the intersection, with available
navigation waypoints as shown in Fig. 2. The results of this
scenario are shown in Fig. 4, where BO clearly performs
better than random search and cross-entropy method (CEM),
given the same function evaluation budget. It quickly finds a
crash scenario with pedestrian while the other methods fail

Fig. 4. Minimum cost-to-go per iteration for the case of adversarial
scenarios involving pedestrian NPCs. The Bayesian Optimization approach
identifies a crash scenario almost immediately, while random and the cross-
entropy method (CEM) do not. Note: CEM was terminated after 120
iterations because its parameters converged and its exploration effectively
stopped.

Fig. 5. Minimum cost-to-go per iteration for the case of adversarial
scenarios involving vehicle NPCs. The Bayesian Optimization does better
on average compared to random search, and outperforms the cross-entropy
method.

to do so.

B. Adversarial Vehicle NPC

We setup this experiment with a single adversarial vehicle
and our self-driving agent in the same map as in Fig. 2. The
adversary is initialized on the opposite lane. Furthermore,
we fix all other parameters of the adversarial car, including
color, shape, model etc. Only parameters for the generated
trajectory are varied. In this case too, Bayesian Optimization
does better on average than CEM and random, but its
difference from random is not as significant in this setup,
as shown in Fig. 5.

We think this is because in general the search space for
vehicles in the maps that we have access to (two lanes,
straight road) limit the choice for adversarial behavior, so



even random search ends up being a reasonable choice for
NPC cars. CEM on the other hand seems particularly ill-
suited to this problem because it quickly becomes overcon-
fident in its solution and stops exploring, as shown in both
Fig. 4 and 5.

C. Mixed Pedestrian and Vehicle Adversaries

We also attempt to identify scenarios based on potential
interactions in multi agent settings. We initialize our scenario
with a vehicle and a pedestrian. We fix our road-following
distance parameters for the vehicle, and remove any way-
points that may cause the pedestrian to directly collide with
the vehicle. Our optimization scheme was able to identify
scenarios such as the one in Fig. 3, which causes the self-
driving agent to collide with the other car, and which requires
coordination between the NPC pedestrian and the vehicle.

D. Using Adversarial Scenarios for Imitation Learning

The purpose of generated adversarial scenarios is twofold:
on one hand, we can use them for better testing and identifi-
cation of problematic scenarios. On the other hand, we need
to go beyond that and actually incorporate these scenarios in
the training procedure of the self-driving policy.

As shown in Alg. 1 we currently do this by identifying
dangerous scenarios and then asking an expert, either an
optimal control system or a human, to demonstrate what
the proper reaction is to each adversarial scenario. We
experimented with both types of demonstrations, and in
Fig. I we show the end result of visual imitation learning
trained according to DAgger [5] on one of those scenarios,
where the adversarial vehicle enters the opposite lane, and
drives towards the self-driving vehicle. Without having seen
a scenario like this the vehicle crashes. After having seen it,
it is trained to drive on the empty sidewalk to avoid collision
and minimize risk.

To avoid over fitting to given scenario and the expert’s
commands we also introduce temporally correlated noise
to the expert’s steering as in [39], [40]. We found that
the multiple camera setup as recommended in [41] is not
suitable for obstacle avoidance tasks, because automatically
annotating the commands of the sideways-looking cameras is
challenging. Therefore, we opt for using DAgger [5], where
we can have the expert label states that are far from the
driving model’s training distribution. We found that this lead
to successful retraining.

VII. FUTURE WORK

There are many interesting questions that remain open about
making this work truly useful for self-driving car research,
practical deployment, and testing. First, we need to address
scalability to many pedestrians and many vehicles on a large-
scale map. Second, we need to find probabilistic parameter-
izations of the NPC behaviors that encompass both normal
scenarios and adversarial ones, and still enable efficient
exploration of distinct behaviors. Third, we need to address
the issue of exploration in high-dimensions, which in the last
few years has seen a lot of progress under reinforcement

learning research. Not only are all of these directions of
research exciting, but there are many reasons to be optimistic
given the current rate of progress in related problems.

VIII. CONCLUSION

In this paper we have shown a new connection between
the evaluation of self-driving vehicles and Bayesian Opti-
mization. Our method finds challenging scenarios for self-
driving policies in high-fidelity photorealistic simulators;
scenarios that would be considered rare events on the road,
but nevertheless can cause serious accidents. We propose to
automatically discover these adversarial scenarios by param-
eterizing the behavior of other users of the road, such as other
cars and pedestrians. We do this based on the performance of
a given self-driving policy, without making any assumptions
about its structure being end-to-end trainable or modular and
hand-engineered. We show that when these scenarios are
incorporated in the training set of a driving policy through
imitation learning, they increase its safety.

Automatic exploration and discovery of such challenging
scenarios has the potential to drastically improve the reli-
ability of the self-driving software stack, and surprisingly,
it is a process that still requires human involvement, even
among leading players in the industry. Our results represent
a first step towards using active learning and exploration
approaches to design better tests and to increase the safety
of self-driving vehicles on public roads.
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